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Abstract
This paper explores the use of domain-specific architectures for energy-efficient and flexible computing of a variety of
workloads, including signal processing applications, in wearable devices. As wearable devices become more popular, and
with growing consumer demands, these devices are expected to run a wide range of increasingly complex workloads.
A general-purpose solution for wearable computing (e.g., microcontrollers and microprocessors) affords high flexibility,
wherein a wide range of applications can be run, but offers mediocre performance and may result in high energy and area
overheads. On the other end of the computing flexibility spectrum, application-specific integrated circuits (or accelerators)
may optimize a specific algorithm, resulting in inflexible computing and under-utilization of computing resources. Domain-
specific architectures (DSAs) provide a happy medium of computing flexibility. DSAs focus on doing a few things—i.e.,
satisfying the computing requirements of a set of domain workloads with execution similarities—extremely well. As such,
DSAs maximize resource usage and achieve substantial performance and energy benefits for a variety of applications. In
this work, we first analyze wearable workloads to identify their execution patterns, data movement characteristics, execution
bottlenecks, and similarities. Thereafter, we explore various DSA design schemes to meet the increasing processing
requirements of wearable workloads, within the typically stringent design constraints of wearable devices. We analyze
the performance, energy, and area tradeoffs of the different DSA design schemes in comparison to multiple state-of-the-
art architectures, and show, through experimental results, that DSAs offer much promise for flexible, low-overhead, and
energy-efficient wearable computing.

Keywords Domain-specific architectures · Wearable devices · Energy efficient · Internet of Things (IoT) ·
Wearable computing

1 Introduction andmotivation

In today’s digital and connected world, consumer devices
such as wearables have become some of the fastest growing
Internet of Things (IoT) products. These wearable devices
perform many everyday functions characterized as mobile
information processing comprising of such functions like
email, navigation, fitness tracking, health monitoring, and
many more [1]. Due to a wide range of functionalities, the
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wearable market is expected to reach 21.4 billion dollars by
2024 [2] with an expected annual growth rate of 27%.

Unlike general-purpose systems, consumer wearable
devices are expected to perform a wide range of tasks within
stringent area and energy constraints. Despite these strin-
gent design constraints, wearable devices are increasingly
processing complex workloads due to increasing consumer
demand. To meet these computational demands, it is essen-
tial that wearable devices feature computational resources
that satisfy the workloads’ requirements without introduc-
ing substantial overhead.

There have been some prior research efforts on enhancing
the performance of wearable devices. For instance, Tan et.al
[3] proposed a low-power many-core architecture for wear-
ables in order to parallelize the wearable workloads. The
authors used a 16-core architecture, called LOCUS, to achieve
1.71x speedup while reducing power consumption by
44.8% compared to a quad-core ARM Cortex A7 processor.
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However, analysis from Liu et.al [4] showed that the thread
level parallelism (TLP) in wearable workloads is typically
limited; most wearable workloads do not require more than
2-4 cores to fully exploit the available TLP. As a result, a
many-core architecture may remain underutilized in an area
and power-constrained environment, and leave optimization
potential untapped. On the other hand, application-specific
integrated circuits (ASICs) may provide optimization for
a specific algorithm. But ASICs would typically result in
underutilization of the area and resources, and inflexibility
to compute a different algorithm than the one for which the
ASIC was designed. Furthermore, given the vast array of
wearable computing applications, it is unrealistic to design
ASICs for every application, given the non-recurrent engi-
neering (NRE) cost of ASIC designs. Therefore, it is essen-
tial to consider different architecture paradigms to address
these gaps in the wearable computing state-of-the-art.

In this paper, we explore the use of domain-specific
architectures (DSA) to provide a happy medium between
the efficiency of ASICs and the flexibility of general-
purpose architectures in wearable computing systems.
Unlike general-purpose architectures, which are typically
optimized for average case performance, domain-specific
architectures are specialized with computational resources
to optimize a particular domain of applications with simi-
lar execution characteristics [5]. Compared to ASICs, DSAs
substantially improve utilization while enabling perfor-
mance and energy benefits for a variety of applications.
Prior works have designed DSAs to improve the perfor-
mance and energy of different application domains, such as
ECG based authentication [6] and neural networks [7, 8].

In this paper, for the first time to the best of our
knowledge, we analyze the benefits of domain-specific
architectures for wearable workloads. First, we perform a
robust analysis of a set of wearable workloads to iden-
tify their computational characteristics and similarities (e.g.,
bottlenecks, available parallelism, read-write characteris-
tics, memory and compute boundness, etc.). Based on the
workload analysis, we explore a variety of architecture
optimizations that collectively specialize the architectures
for wearable workloads. Based on our analysis of dif-
ferent architecture alternatives and the workloads’ char-
acteristics, we provision the domain-specific architecture
with a set of optimizations. These optimizations include a
relaxed retention time STT-RAM cache [9], a low-power
SIMD architecture, a low access latency buffer to speed up
the computations for signal processing applications, and a
prefetch architecture to optimize processing that involves
non-contiguous memory locations. Furthermore, to embrace
the diversity of wearable workloads, we explore various
DSA designs (in the context of single and multi-core sys-
tems) for different workload requirements and analyze their
performance, energy, and area tradeoffs.

We make the following key contributions in this paper:

• We analyze the execution characteristics of several
wearable workloads to reveal their performance bottle-
neck and execution similarities.

• Informed by the workload analysis, we perform
a design space exploration to select architecture
design schemes that can satisfy the computational
requirements of wearable workloads.

• We study and analyze the performance, energy, and area
tradeoffs of the different proposed design schemes.

• We compare our DSA designs to a base ARM Cortex
A7 processor and show that our DSA designs achieve
average performance and energy improvements of
2.94x and 39.65%, respectively. Compared to prior
work—a 16-core architecture (LOCUS)—our single-
core DSA reduced the average energy by 38% and
reduced the area by 14.98x, while trading off 22.47% in
performance.

• We also explored a dual-core variant of our DSA, which
reduced the performance tradeoff of the single-core
DSA to 1.7% compared to LOCUS, at the cost of energy
optimization.

The rest of this paper is structured as follows: Section 2
provides a brief background of prior related work and moti-
vates the wearable workloads considered herein, Section 3
describes and analyzes the wearable workloads consid-
ered; Section 4 explores the design space of DSA compo-
nents, based on the workload analysis. Thereafter, Section 5
presents four DSA design schemes, which successively
build on each other to satisfy different workload require-
ments. To evaluate the proposed DSA design schemes,
Section 6 describes our experimental setup, and Section 7
presents and analyzes the results in comparison to prior
work.

2 Background and Prior Works

In this section, we first present some brief background on
signal processing workloads in wearable devices. There-
after, we briefly discuss prior works on optimizations for
wearable computing, focusing on architecture optimiza-
tions, for brevity, and provide an overview of the back-
ground on domain-specific architectures.

2.1 Importance of the considered workloads
in wearable devices.

We considered a range of wearable workloads, dominated
by signal processing workloads, for the analysis presented
herein. These workloads have wide-ranging uses in wear-
able devices, and as such, require computing resources to
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efficiently process the signals. In what follows, we describe
a few examples of signal processing workloads that are rep-
resented in the workloads considered herein, and some of
their use-cases. For brevity, we only focus on example use-
cases and not on the low-level algorithmic details of the
different signal processing applications.

Convolution is a mathematical operation that blends
one function into another. It is commonly used in various
signal processing and analysis applications like ECG signal
processing [10], or even for human activity monitoring [11].
Histogram is an approximate representation of distribution
of the data. Histogram is used in various applications like
cognitive signal processing [12], hand gesture recognition
[13], etc.

Discrete time warping (DTW), which measures the sim-
ilarity between two temporal sequences, is a widely used
signal processing technique. It has a wide range of appli-
cations, like motion tracking [14], activity recognition [15],
gait recognition [16], etc.Discrete wavelet (DWT) transform
(or Haar transform) can be interpreted as spectral analysis
using a set of basic functions that are localized in both time
and frequency [17]. It has a wide range of applications from
signal filtering [15] to ECG authentication [18]. Apart from
these signal processing applications, we also consider other
applications that are commonly featured in wearable work-
loads, including encryption, authentication, navigation, and
neural networks. Further analysis of our workloads is in
Section 3.1.

2.2 Optimizations for Wearable Computing

Due to the stringent resource constraints of wearable
devices, most prior works have focused on optimizing
the power consumption of wearable computing. Proposed
optimizations include using energy harvesting techniques,
designing low-power ASICs or accelerators for specific
applications, and optimizing general-purpose multi-/many-
core architectures for wearable applications that exhibit high
parallelism. For instance, prior works [19–21] proposed
low-power hardware for healthcare and electrocardiogram
(ECG) monitoring. The proposed work involved developing
low-power wireless capacitive ECG sensors for wearables
[19], and a system-level architecture of ultra low-power
wireless body sensor nodes for real-time monitoring [20].
Dieffenderfer et. al. [21] explored energy harvesting for
wearable devices using thermal radiation of motion of the
body to power a multimodal sensing platform.

A common thread among prior work on architecture
optimizations for wearable computing involves attempting
to exploit as much parallelism as possible in wearable
workloads. For example, Dogan et.al. [22] proposed a
multicore solution for low-power healthcare monitoring
systems. The system comprises of 8-core processors, shared

multi-banked data and instruction memories, and flexible
crossbar interconnects to leverage the parallelism in the
workloads. Their work achieved power savings of 39.5%
compared to a 32-bit ultra low-power reduced energy
instruction set computer (ReISC) microprocessor [23].

Similarly, Tan et.al [3] proposed a low-power 16-core
architecture (LOCUS) to improve the performance and
power consumption in smartwatches. Compared to a quad-
core Cortex A7 ARM processor, LOCUS achieved a
71% performance improvement while reducing the power
consumption by 44.8% across all the kernels. In this
work, we use LOCUS to represent the state-of-the-art
against which we compare the domain-specific architectures
proposed herein. While LOCUS achieved performance
and energy benefits using parallelism in low-power cores,
employing a many-core architecture would still result in
high area overhead and under-utilization of resources. These
overheads can be prohibitive for wearable devices. In this
work, we explore DSAs to optimize wearable workloads
for higher resource utilization and to achieve improved
performance and energy consumption.

2.3 Prior Work on Domain-specific Architectures

Unlike an ASIC (otherwise referred to as accelerator),
a domain-specific architecture focuses on optimizing a
set of applications based on their similar execution
characteristics. Many works have proposed domain-specific
architectures for various application domains. For example,
Google proposed Tensor Processing Units (TPU) to achieve
performance per Watt improvements of up to 50x for
inference in machine learning [24]. The TPUs employ
256x256 systolic array of multipliers, use narrower data,
and eliminate unnecessary general purpose architecture
features that may be critical for general-purpose CPUs.
The goal was to increase performance and energy benefits
by emphasizing the resources that are used by inference
computations.

Cong et.al [25] proposed a domain-specific processor
for 3D integration medical image processing. The proposed
work utilizes 3D technology, for high memory bandwidth
and low-latency accesses, to stack their multiprocessor
and accelerators. The processor achieved 7.4x speedup
and 18.8x energy savings compared to a base CPU for
various applications in medical image processing. Tucci
et.al [26] proposed a domain-specific architecture based
on systolic arrays for DNA sequence alignment. Their
work achieved 350x performance benefits and 790x power
efficiency over an Intel Xeon processor. Similarly, domain-
specific architectures have been proposed for post-quantum
cryptography [27], accelerating sparse matrix multiplication
[28], energy-efficient communication in IoT [29], and for
data fusion based on Kalman filtering [30]. More recently,
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Cordeiro et. al. [6] proposed a domain-specific architecture
for secure, fast and energy-efficient ECG authentication.
They proposed an architecture that provided constant timing
across all the steps of the authentication application, in order
to mitigate timing attacks while achieving 19% and 4.62x
performance and energy benefits compared to an ARM
Cortex A15 processor.

To the best of our knowledge, ours is the first
exploration of domain-specific architectures for wearable
computing. In order to design efficient DSAs and maximize
their benefits, we must first understand the execution
similarities that are featured in the domain. This is
more so important for wearable devices, where resource
constraints necessitate highly accurate specialization to
wearable workloads’ resource needs, without wasting area
or power on unnecessary components. Furthermore, since
wearable devices do not have the luxury of employing
accelerators for individual applications or large many-
core general-purpose processors, it is essential to explore
architectures that optimize a set of applications resulting in
high resource utilization, high performance, and low energy
consumption, with minimal area overheads. To this end, we
employ domain-specific architectures to gain performance
and energy benefits, while minimizing the area overheads
incurred by prior work.

3Wearable Devices Workload Analysis

To efficiently design domain-specific architectures for
wearable devices, it is important to first identify and under-
stand the domain characteristics and execution requirements
that are similar across the different workloads within the
domain. Our goal was to design architectures that exploit
the inherent characteristics of the workloads, especially
the available parallelism, while avoiding substantial over-
heads to the system. Furthermore, we sought ways to reduce
data movement, which is a common cause of bottlenecks,
and opportunities for specializing the data precision to the
workloads’ requirements.

This section describes our analysis of wearable device
workloads and the insights derived therein. We first enumer-
ate the workloads used in our experiments. Thereafter, we
present our analysis of the available parallelism in the dif-
ferent workloads, the similarities in the kinds of parallelism,
and some of the challenges in parallelizing the workloads
within the context of wearable devices’ typical resource
constraints.

3.1Workloads

Since there is no existing unified benchmark suite
for wearable devices, we used a variety of workloads

Table 1 Wearable workloads.

Category Kernel Input size

Image processing 2D convolution 300*300

Image processing Histogram 300*300

Pattern Matching Dynamic Time Warping 300*300

Compression Haar Transform 300*300

Biosignal authentication ECG 7500 samples

Navigation Astar 3770 nodes

Encryption Aes Encrypt 20 bytes

Encryption Aes decrypt 20 bytes

Machine learning Multiply Accumulate(MAC) 300*300

from different sources. The majority of workloads were
taken from [3], including kernels for 2D convolution,
dynamic time warping (DTW), haar transform or discrete
wavelet transform (DWT), histogram, AES encryption
and decryption, and Astar. Furthermore, we used the
ECG biometric authentication workload used in [6],
and implemented a kernel to implement multiply and
accumulate (MAC) operations, to represent the most
common function in neural network applications. The
workloads, their domains, and input sizes are depicted in
Table 1.

3.2Workload Analysis

Our first step in the workload analysis was to identify
the bottlenecks in the different workloads and, importantly,
the similarities across the workloads. For our experiments,
we used Intel Vtune Profiler [31]. Intel Vtune Profiler
is a performance analysis tool that enables the static
analysis of workloads. Intel Vtune can help developers
determine how much time was spent in each portion of
an application [32] in order to determine the bottlenecks
present in the applications. To properly analyze the
computationally relevant regions of the workloads, we
skipped the initialization phase of the workloads. This phase
consists mainly of fetching the data inputs from storage
and initializing them into appropriate data structures. The
computing architecture has minimal impact on this phase
and as such should not be an optimization focus.

One of the first observations while analyzing the different
workloads is that there was typically a single function
or loop that consumed a majority of the computational
time during the execution. This observation is illustrated in
Figure 1, which depicts the ratio of the biggest performance
hotspot to the overall computational time for the workloads.
As seen in the figure, in the smallest case, a single loop
accounted for 78% of astar. For haar and histogram,
a single loop accounted for their entire computations,
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Figure 1 Ratio of largest
compute-intensive loop or
function to the overall
computation time.
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with the other workloads exhibiting similar bottleneck
characteristics.

Given the prominence of loops in the different work-
loads’ bottlenecks, we further analyzed the loops to identify
opportunities for exploiting the inherent parallelism within
the loops. Specifically, we explored the potential amenabil-
ity to, and benefits of, vectorizing the different loops,
including the similarities in the vectorizability of the dif-
ferent workloads’ loops. Vectorization is an optimization
technique that exploits the data-level parallelism in an appli-
cation to simultaneously perform the same operation on
multiple data elements. Vectorizability in a program can
be analyzed by the compiler and can occur over countable
loops, functions, and basic blocks [33, 34]. A program’s
amenability to vectorization depends on the amount of data
dependencies present in the program’s loops. Some loops or
code blocks are easily vectorizable due to the presence of
few/no data dependencies, constant data types, or memory
strides. However, some loops are not readily vectorizable
due to data dependencies or irregular data accesses, and may
require code restructuring or additional memory hardware
to derive the benefits of vectorization [35, 36]. Figure 2
illustrates an easily vectorizable loop compared to a non-
vectorizable loop. In the vectorizable loop, the different
loop iterations are independent of each other, whereas in the
non-vectorizable loop, current iterations depend on previous
results of the loop.

We observed some similarities and differences in the
vectorizability of the different workloads. For instance,

kernels like 2dconv, dtw, and haar had easily vectorizable
loops due to the absence of data dependencies across
the loop iterations. However, kernels like histogram,
aes encrypt and aes decrypt had conditional dependencies
in their loops, which made them less amenable to
vectorization. Similarly, astar, which is a graph workload
that accesses irregular but predictable memory locations,
was difficult to vectorize. Finally, most of ecg’s execution
time was spent in a single function (segmentation) that
featured complex branching statements and multiple exit
conditions, thereby making it hard to vectorize.

Apart from the parallelism observed in the different
workloads, we also found that some of the applications
were memory or cache bound. For this analysis, we used
the GEM5 simulator [37] to model a Cortex A7 ARM
processor and gathered the statistics on the workloads’
memory activities (e.g., memory references, cache miss
rates, average memory access latencies, etc.) to identify
the memory bottlenecks. We observed that workloads like
2dconv, dtw, astar, haar and histogram exhibited high
amounts of data movement, and in effect, had high memory
bottlenecks compared to the other applications. Similarly,
mac exhibited a high data bottleneck, although, to a lesser
extent than the aforementioned workloads. We also found
that for all the workloads, except for astar, the main
source of memory activity resulted from data on which
the algorithms were performing computations. As a result,
majority of the stress was on the data caches. Astar, on
the other hand, also exhibited high memory activity in

Figure 2 Examples of
vectorizable and non
vectorizable loops.

foo()
{
int i;
for ( i = 0; i < 256; i++ )

{
a[ i ] = b[ i ] + c[ i ];

}
}
foo.c:4:4: note: LOOP VECTORIZED

sfoo()
{
int i;
for ( i = 0; i < 256; i++ )

{
a[ i ] = a[ i - 1 ] + a[ i ] + a[ i + 1 ];

}
}
sfoo.c:4:4: note: LOOP NOT VECTORIZED
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the instruction cache, which had high amounts of conflict
misses due to the low reuse of the workload’s instructions.
We also observed that all the wearable workloads were read-
intensive, and exhibited high read-to-write ratios, ranging
from 2.3 for aes encrypt to 17.11 to 2dconv.

In what follows, we describe how the analyses presented
in this section informed the architecture design decisions we
made for designing the domain-specific architecture.

4 Domain-Specific Architecture Design
Space Exploration

Given the general characteristics of the wearable workloads,
we explored three different optimizations for the domain-
specific architecture: SIMD computing for the highly vector-
izable workload portions, incorporating a buffer to reduce
memory bottlenecks, and prefetching to preemptively access
predictable but non-contiguous memory locations. Our
exploration process followed a simple heuristic as depicted
in Figure 3. The figure describes our exploration process for
selecting optimizations for the domain-specific architecture

Code from biggest 
bottleneck

Vectorizable? SIMD 
execution unit

Solvable conditional 
dependencies?

Predictable memory 
locations?

Prefetching 
unit

Buffer

Vectorizable?

Is data memory 
bound?

Yes

Yes

Yes

Yes

Yes

No

No

No

Figure 3 Flowchart representing a high-level overview of our
exploration process.

based on the workload analysis. We performed the process
for each of the workloads considered in this work.

To satisfy the majority of wearable workloads, which
featured large data-parallel loops, we opted to feature low-
power single-instruction multiple-data (SIMD) [38, 39]
execution units within the processor core to parallelize
the computations. We chose to use SIMD units as
opposed to multi-threaded execution as in prior work
[3]. Multi-threaded execution would lead to initialization
overheads, data partitioning issues, or software interrupts
and overheads from other cores which could be prohibitive
for wearable workloads. These workloads typically have
fewer instructions, and thus, they are less likely to derive
high benefits from multi-threading [40, 41]. Furthermore,
even though some of the workloads, like histogram,
aes encrypt and aes decrypt were not readily vectorizable,
we found that their codes could easily be modified and
restructured to derive SIMD benefits. The modifications
involved utilizing more memory space to rearrange the data
to eliminate conditional dependencies.

Some applications like astar, similar to other graph
applications, do not access contiguous memory locations,
thus making them more difficult to vectorize. However, we
found that the memory locations used in the graphs were
predictable and thus could be prefetched and stored into
an array of contiguous locations to derive SIMD benefits.
To enable efficient prefetching, we designed a simple
prefetcher and also incorporated a buffer, implemented as
a tightly-coupled memory, to store the prefetched data in
order to reduce cache misses. Our prefetcher design is
described in Section 4.3.

To further reduce the overhead, given the tight resource
constraints of wearable devices, we employed a low-power
STT-RAM buffer to minimize the cost of data transfer. STT-
RAM has several qualities that make it a viable option for
resource-constrained wearable devices. Most importantly,
STT-RAMs cells have near zero leakage power and require
about 1/9 to 1/3 area of SRAMs cells. However, STT-
RAMs also suffer from long write latency and energy [42]
and are therefore more suited for read-intensive workloads.
Prior works have shown that the write latency and energy
overheads can be mitigated by relaxing the non-volatility
of STT-RAM, resulting in a relaxed retention STT-RAM
[43]. In our analysis of wearable workloads, we found that
the workloads exhibited low data reuse and also featured
short-lived data blocks. As such, memories do not need
to retain data for long periods of time, thus making the
relaxed retention STT-RAM a suitable option for these
workloads. Based on our analysis, we found that a 75μs

retention time sufficed for the wearable workloads. While
some relaxed retention STT-RAM designs have featured
refresh mechanisms to maintain data integrity after the
retention time has elapsed [42], we found this mechanism
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to be unnecessary and found that allowing memory blocks
to expire did not negatively affect the performance of
the wearable workloads. To prevent data from becoming
unstable if the retention time elapses before a data block
is evicted, we incorporated a low-overhead 2-bit monitor
counter, similar to prior work [9], to proactively invalidate
memory blocks before the retention time elapses.

In addition, STT-RAM is especially suited for wearable
workloads due to the disproportionately high number of
reads vs. writes. As such, even though STT-RAM typically
has long write latencies (compared to SRAM) [42], the
overheads are mitigated since majority of memory accesses
in wearable workloads are read accesses. Thus, we also used
STT-RAMs instead of SRAMs for our cache memories.
Similar to prior work, we based the domain-specific
architecture designed herein on an in-order ARM processor,
similar to the ARM Cortex A7, as it is widely used in
fitness and smart wearable devices [44]. We found out-
of-order execution to be over-provisioned for the wearable
workloads due to the limited amounts of complex branching
and the hardware overheads of out-of-order execution.

In what follows, we describe in detail our implementation
of the SIMD unit, the buffer, and the prefetcher.

4.1 SIMD Architecture for Wearable Computing

There are several possible implementations of SIMD
architectures [45]. For example, SIMD units in Intel AVX
[46] architecture allow the amount of vectorization to be
specified based on the data type used. The architecture
uses 256-bit vector registers, and a long datatype, which
requires 64 bits to store one variable, thus allowing four
simultaneous computations (i.e., a vectorization factor of
4). A float datatype would allow a vectorization factor
of 8. Similarly, ARM NEON [47] uses 128-bit vector
registers supporting four 32-bit data computations, eight 16-
bit computations, or sixteen 8-bit computations. However,
traditional SIMD architectures contain significant area and
power overheads that would be prohibitive for wearable
devices [48, 49]. Thus, we describe a low-power SIMD
architecture that is more suitable for wearable devices.

First, rather than enable variable data types and
vectorization factors as in traditional SIMD architectures,
we decided to limit the data types and vectorization factors
that could be executed on our SIMD execution units. To this
end, we analyzed the workloads to identify their appropriate
data precisions, the ideal vectorization factor, and what

Figure 4 Critical path and
power impacts of (a) different
number and sizes of SIMD
ALUs and (b) the number of
supported ALU computations.
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kind of ALU operations are required. Our evaluation
metric for this exploration was the power consumption,
critical path, and resource usage of the SIMD architectures.
We performed RTL analysis of the the different design
alternatives using synthesizable Verilog and evaluated them
using Xilinx Vivado synthesis.

Figure 4a presents our analysis of vectorization factors
of 4 and 8 and 16-bit and 32-bit SIMD ALUs. We limit
the analysis to these numbers of ALUs since increasing
them showed diminishing returns in optimization benefits.
Analysis of the wearable workload data also showed that
the 32-bit precision was overprovisioned for the workloads,
and the workloads could be effectively run at 16-bit. This
observation is in line with prior work [50–52]. We also
analyzed the impacts of 16-bit and 32-bit ALUs on the
critical path. The results showed that while the critical path
was not significantly impacted by a change in the number of
SIMD ALUs, the critical path significantly increased when
the ALU was changed from 16- to 32-bit. Increasing the
number of ALUs from 4 to 8 only increased the critical
path by 4.75%, whereas the power increased substantially
by 73%. Furthermore, increasing the size of the ALUs
from 16 to 32 bits increased both the critical path and
power consumption by 2x. We also found that increasing
the number of ALUs increased the resource usage by 45%,
while increasing the ALU size from 16 to 32 bits resulted
in a 2x increase in resource usage. Given these analyses, we
opted to use four 16-bit SIMD ALUs to enable at least four
simultaneous computations.

Secondly, we observed that the computations in the
wearable workloads were dominated by ALU operations.
Different workloads like 2dconv, ecg mainly had ADD,
SUBTRACT, and MULTIPLY operations, histogram and
haarmainly comprised of DIVIDE, SUBTRACT, and ADD
operations. Workloads like aes encrypt and aes decrypt
mainly had XOR, SHIFT, and ROTATE operations; dtw
also had AND, OR, and COMPARE operations, while
mac mainly had multiply-accumulate operations. Thus, we
explored the appropriate kinds of ALU resources required
and the impacts of the ALU operations on power, critical
path, and resource usage. Based on the workload analysis,
we explored four ALU design alternatives, which we
call, for simplicity, D1, D2, D3, and D4. D1 has basic
ALU operations of ADD, SUBTRACT, MULTIPLY, and
DIVIDE; D2 has operations in D1 plus XOR, ROTATE
and SHIFT; D3 has D2 plus all the compare operations
(e.g.,greater than, less than, greater than zero or less
than zero). D4 has D3 plus multiply-add operation which
dominates neural network applications.

Figure 4b presents the impact of the different design
alternatives on critical path and power. For this experiment,
we used an ALU of 16-bit data. As seen in the figure,
increasing the number of ALU operations did not have a

significant impact on the critical path and power. Compared
to D1, the critical path increased by 2.8%, 8.8% and 2.85%
for D2, D3 and D4, respectively, and the power increased by
3.5%, 5.3%, and 7.14% respectively. We also evaluated the
resource usage due to the addition of ALU operations and
found that compared to D1, the resource usage increased
by 78.35%, 88.76%, and 92.51%. Despite the increased
resource usage compared to D1, we opted to use D4, since it
includes all the required ALU operations to cover as many
wearable workloads as possible. We also compared the
SIMD ALU units with the base scalar ALU which supports
32-bit data and found that the critical path of the SIMD
ALU was 0.42x that of the scalar ALU. However, the SIMD
ALUs’ power was found to be 1.52x the power of scalar
ALU due to more computational units, demonstrating some
of the tradeoffs in domain-specific computing.

4.2 Buffer to Reduce Data Movement

Our main goal in exploring the use of a buffer was to
reduce the time and energy costs of data movement in data-
rich applications. In general, signal processing workloads
that process data from wearable sensors exhibit higher
data movement, as exemplified by the ecg application.
To save memory requirements, this application stores a
part of the ECG signal, performs some computations on
the data, and then combines the newer incoming signal
with the analyzed results, as illustrated in Figure 5. This
results in a lot of extra computations, and can substantially
increase the computation time and energy consumption
due to the data movement. To mitigate this overhead, we
used a tightly-coupled low latency buffer that allows the
processor to directly access stored raw signal samples,
thereby enabling the processor to analyze a larger portion of
the signal. This buffer significantly reduces the number of
computations and data movement by up to 89% compared
to the system without a buffer. Even though we incorporated
the buffer specifically for the ecg workload, the buffer
can also be utilized by other applications that process
raw signals samples, e.g., sleep detection, SpO2 analysis,
exercise tracker, etc [53, 54].

Segmentation() {
int i;
int j;
for (i = 0; i < SIGNAL_LENGTH; i++) {

if (SIGNAL_LENGTH > BUFFER_SIZE) {
for (j = 0; j < BUFFER_SIZE; j++) {

BUFFER_SIGNAL[ j ] = BUFFER_SIGNAL[ j + 1 ];
}  

}
PeakDetection();

}
}

Figure 5 Example of ECG code which shows dependency on buffer
size.
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Figure 6 Impact of buffer size
on ECG authentication
execution time in seconds,
buffer energy in mJ and buffer
area in mm2.
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To determine the appropriate buffer size, we explored a
variety of sizes to determine their impacts on the execution
time and the energy/area tradeoffs. Figure 6 depicts the
execution time for different buffer sizes while running the
ecg workload. As seen in the figure, as the buffer size was
increased, the execution time of the ecg application reduced
significantly. There was a small increase in execution
time when going from 1kB to 2kB buffer size because
the whole signal did not fit in the buffer; as such, more
computations were required to compare the current signal
with the previously obtained computations. We observed
that a 16kB buffer was sufficient to store the whole signal
using a 16-bit data precision; further increases in buffer
size did not yield any significant benefits. Thus, we used
a 16kB buffer for our architecture. Furthermore, the buffer
accesses required by the ecg application were mainly to
contiguous memory locations, and no write operations (i.e.,
store instructions) were made to the buffer from the CPU.
As a result, the ecg workload had a high read-to-write ratio

to the buffer. Therefore, we used STT-RAM for the buffer
to reduce power and area overheads.

4.3 Prefetch Unit

The use of a prefetch unit was inspired by the fact that some
of the wearable workloads were not easily vectorizable,
not because of data dependencies, but because the mem-
ory addresses were non-contiguous. Thus, we decided to
incorporate a low-overhead prefetch unit to preemptively
fetch non-contiguous but predictable memory addresses
and store them into contiguous memory locations for easy
vectorization—this process is analogous to the gather opera-
tion in vector architectures. Given the increasing popularity
of graph kernels in wearable devices [3, 55], our goal was
to design a domain-specific architecture that could improve
the computation of graph kernels’ general characteristics.
Graph kernels have a structure comprising of nodes and
edges, wherein each of the nodes has its own specific data

Memory
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Processor

Node size 
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Control
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Size of each
node
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Prefetch registersAddress generator

Current 
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Figure 7 Prefetch unit architecture.
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or information with fixed data sizes, and each parent node
can point to one or multiple child nodes. By keeping track of
the number of successive nodes, it is possible to get all the
required node parameters of successive nodes and arrange
them into contiguous arrays. Thereafter, vectorization can
be used to perform simultaneous computations on the data
of all the successive nodes.

One approach to achieve this vectorization is to compute
the addresses of the successive nodes, store them in an array,
and use a gather architecture [56] to arrange them in con-
tiguous memory locations for vectorization. Intel’s SSE [57],
AVX [46] architecture supports these kinds of operations.
However, considerable CPU time is wasted in computing the
successive node addresses even though they have predictable
structures. In our work, we explored low-overhead archi-
tectures that help compute the successive node addresses,
thus freeing up the CPU for other computations. Hence, the
successive node parameters can be fetched and arranged in
contiguous memory locationswithout the CPU’s intervention.

Figure 7 depicts the architecture of our prefetch unit.
The prefetching architecture comprises of three main parts:
address generator, prefetch registers, and gather logic. The
prefetch registers hold the data size and offset addresses of
the node data to be searched once the current node address
is known. The address generator generates the addresses of
data to be prefetched from the successive nodes. The gather
logic arranges the data of the successive nodes coming from
the memory into contiguous memory locations. The data to
be stored in prefetch registers depend on the node structure
and definition, and thus are known at compile time. In
the address generator, the address of the current node is
passed to the node size compute block, which computes the
current node’s number of successors. To efficiently utilize
this unit, we modified the program code to ensure that
the node characteristics remain fixed at specific location
offsets from the base node address, which can be stored in
the prefetch register. After accessing this information, the
address generator can obtain the size of the node and the
successive node addresses from the memory and store it
in prefetch registers and gather logic. Once the successive
node’s base address is determined, the address of the other
associated data (e.g., distance from destination in a path
finding algorithm) can then be computed since the data
types and node structure remain unchanged from compile
time. Addresses are generated and sent to the memory. We
opted to directly connect the prefetch unit to the memory
and bypass the cache due to the potential for high cache miss
rates and low node reuse in graph traversal applications [58].

After the addresses are generated and return successive
node features, they are arranged into a contiguous array
using the gather logic. For example, for astar, the predeter-
mined distance from the destination data for all successive
nodes can be stored in one array in contiguous memory

locations. This is possible because the gather logic con-
tains information on node size, i.e., number of successive
nodes found using node size computation and size of data
required for each node parameter which is known at com-
pile time. Similarly, our prefetch unit can work for other the
graph traversal kernels that have predictable graph traversal
structures (e.g., breadth first search).

5 Domain-Specific Architecture Design
Schemes

This section describes different design schemes for our
domain-specific architectures based on the analysis in
Section 3 and the components described in Section 4. We
present three design schemes herein, with each successive
architecture building on the previous one to improve the
optimization potential. For each of our designs, we also
present the software modifications or functions needed to
enable proper utilization.

5.1 DSA vect

As seen earlier, the critical path of the SIMD ALU is 0.42x
the critical path of the scalar unit. Thus, for our execution
design, we implemented both scalar and SIMD ALUs to
support different kinds of wearable workloads. The critical
path of the execution units is bounded by the scalar ALUs,
with the SIMD ALUs completing their computations within
42% of the clock period. To take advantage of the clock
period to enable a high vectorization factor, while also
limiting the area overhead, we designed the SIMD ALU to
run eight computations in one cycle using only four parallel
execution units. We achieved this by running the first four
elements in the first half of the cycle and the next four in
the second half of the cycle. Figure 8 depicts our SIMD
architecture design. As seen in the figure, the execution
unit comprises of a 16-bit SIMD ALU and a 32-bit scalar
ALU. We used a 128-bit vector register to store eight 16-bit
data elements to be computed in the SIMD units. We also
incorporated flip-flop based dual-edge selectors that select
the top four data elements at the positive clock edge and the
next four at the negative clock edge. Implementing the flip
flop-based selectors only increased the latency of the SIMD
ALU increased by 15%, resulting in a 48% utilization of the
critical path by the SIMD ALU. As such, the critical path
remained bounded by the scalar ALU. To further enable area
and power savings, we replaced SRAM caches with STT-
RAM caches for all our designs due to high read-write ratio
of wearable workloads as seen in Section 3.2.

On the software side, to efficiently utilize the proposed
architecture, the wearable applications must be imple-
mented using 16-bit data types (int 16 and float 16) to
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Figure 8 High-level overview
of our SIMD architecture
representation.
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perform the 16-bit computations. The applications can
be compiled using ARM GCC compilers, which support
SIMD operations and are supported by the proposed SIMD
architecture. As such, wearable application developers can
develop applications to efficiently run on our proposed
architecture with minimal effort.

5.2 DSA buff

DSA buff builds on DSA vect by incorporating a tightly-
coupled memory buffer to enable data accesses without
the unpredictability of caches. Figure 9 illustrates the
integration of the buffer into our architecture. The data in
the buffer can be transferred directly from the main memory
or the wearable sensors. The data can then be accessed
directly by the processor via a multiplexer. The processor
sends out a select signal CS to select the incoming data from
the cache or buffer and another select signal SS to determine
whether the data from wearable sensors goes directly into
the buffer or to the main memory. To avoid data consistency
issues, we only allow CPU load operations from the buffer.
Furthermore, since the buffer operations are dominated by
reads, we use an STT-RAM buffer to reduce the leakage and
area overheads.

To enable the buffer utilization for wearable workloads,
we implement three high-level specialized functions for
buffer management called buffAlloc, buffStore, and buff-
Free. BuffAlloc allocates memory addresses to be utilized
by the buffer and buffFree frees the memory addresses for
use by other applications. Since wearable applications are
typically known a priori, the programmer can allocate an
application’s signal data size for the buffer in order to pre-
vent those address spaces from being simultaneous used by

other applications. The function buffStore stores the data in
the buffer, and this data will be accessed by the processor
only through the buffer.

5.3 DSA prefetch

Figure 10 illustrates the integration of the prefetcher with
our architecture. The base structure of the prefetcher is
as described in Section 4.3. This architecture features
the prefetcher along with a prefetch buffer to store the

L1 Cache STT-RAM buffer
16kb

Memory

Processor

SS

2:1 Mux

2:1 Demux

Wearable sensors

CS

Figure 9 System architecture illustrating the buffer integration.
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Figure 10 High-level
illustration of prefetcher
integration in DSA prefetch.
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prefetched data from the memory. As seen in the figure,
the buffer and the prefetching architecture are completely
independent of the cache and the processor needs to send
an instruction that specifies if the cache is to be accessed
or not. Note that the need for a prefetcher is not unique
to wearable workloads. The DSA prefetch design can be
employed in other domains as well to help prefetch data
for vectorization. However, for wearable devices, the buffer
has broader use since it can be used by other applications
like ecg, sleep detection, and graph applications via the
prefetcher. In general-purpose workloads, buffer utilization
will happen mainly via the prefetcher for graph workloads.
Thus the DSA prefetch design will have a higher utilization
for wearable devices.

To integrate this architecture into wearable devices, we
use the same buffer functions described in Section 5.2. For
the prefetcher operations, the programmer needs to spec-
ify whether or not the graph will use the prefetcher and
the needed prefetching parameters, to avoid unnecessary
prefetching. To this end, we propose a prefetch:init(graph,
parameters to prefetch) function, which enables the pro-
grammer to specify these parameters. During the application
initialization, different node parameters will be loaded into
the prefetcher registers. When the address of the successive
node is generated and needs to the prefetched, a function
prefetch successors(address) can be called to pass the gen-
erated address to the prefetcher, thus arranging the param-
eters of all the successive nodes into contiguous memory
locations within the buffer.

5.4 DSA energy

The previous architectures assume a maximum utilization of
necessary resources to optimize performance for the wear-
able workloads. However, given the stringent energy con-
straints of wearable devices, utilizing all available resources

may not be suitable for energy optimization. For example,
some workloads may not need the buffer in DSA buff, thus
wasting energy while running those workloads. To mitigate
these overheads, we explored the DSA energy architecture,
which aims to increase energy savings compared to the prior
architectures. The overall design of DSA energy is same as
DSA prefetch. While previous design schemes use all the
available hardware resources, the goal of DSA energy is to
only use additional hardware when necessary; if unused,
the additional hardware is power-gated to save energy. Prior
work [59] has shown that power-gating can be achieved
in resource-constrained systems with minimal performance
and area overheads. To help developers adapt the archi-
tecture to the running applications, a performance analysis
and estimator tool like ARM Streamline Performance Ana-
lyzer [60] can be used to provide insights, through a priori
analysis or through runtime hardware performance counter
monitoring, about benefits of the different design schemes
for latency and energy optimization on a per-application
basis. We note that the development of the performance
estimation tool is outside the scope of this paper.

6 Experimental Setup

In this section, we describe our experimental setup
for analyzing the different domain-specific architectures
proposed herein. We analyzed the workloads using Intel
Vtune to determine performance bottlenecks. We used C
and C++ flags along with the G++ compiler to validate
that the functions were vectorizable. We modified some of
the workloads as described in Section 3.2 to improve their
vectorizability. To estimate the optimization potential from
vectorization, we converted the programs into assembly
instructions and calculated the in-loop scalar and in-loop
vector computation costs for each loop. The scalar costs



J Sign Process Syst

of the loop include loop operations, function or class
addressing, and stack operations. The vector costs include
load and store operations, and various ALU operations as
seen in the ARM or RISC-V vector ISAs [61, 62].

For our base processor, we used a single-core 22nm
Cortex A-7 processor with a 1GHz clock speed and separate
32kB SRAM data and instruction caches, similar to many
wearable devices [3]. To evaluate the behavior of relaxed
retention L1 STT-RAM caches and buffer used in our DSA
designs, we used an in-house modified GEM5 simulator
that allows us to model the execution of both SRAM and
relaxed retention STT-RAM caches. To model the energy
and access latency of the caches, we used the NVSim [63]
modeling tool and combined with execution statistics from
the GEM5 simulator to determine the per-application cache
energy and latency. Table 2 presents our SRAM and STT-
RAM cache latency, energy, and area numbers. To estimate
the processor area and power numbers, we usedMcPAT [64]
and adjusted the power and area for STT-RAM accordingly.
We synthesized our architecture designs in Xilinx Vivado
[65] on a Kintex Ultrascale board and used McPAT to map
the area and power impacts of our hardware designs to the
base processor.

7 Results

This section presents the results of the performance
and energy analysis of our single-core DSA designs in
comparison to the base processor as well as to a dual-
core ARM processor. We also compared our designs to
prior work represented by LOCUS [3]. LOCUS is 16-
core architecture that was designed for high-performance
wearables and uses a Lightweight Message Passing protocol
for inter-core communications. Next, we estimate the area
and resource usage of the various design schemes, and
finally, we present the power and area overheads. In total,
this section compares seven different architectures: the four
DSA designs described in Section 5, the base processor,
dual-core ARM processor, and prior work (LOCUS).

Table 2 SRAM and STT-RAM cache parameters.

L1 cache configuration 32KB, 64B line size, 4-way

Memory device SRAM STT-RAM

Retention times – 75μs

Hit latency 0.486ns 0.445ns

Write latency 0.350ns 0.981ns

Read energy (per access) 0.0076nJ 0.003nJ

Write energy (per access) 0.0066nJ 0.035nJ

Leakage power 34.265mW 13.659mW

Area 0.023mm2 0.012mm2

To enable a fair comparison against the dual-core
ARM processor, we assumed that the workloads running
were optimized for multithreading. We estimated the
multithreading operations by implementing the workloads
using OpenMP [66], a popular multi-threading API that
is compatible with both ARM and Intel frameworks. We
annotated the code with the computational part the kernels
to be optimized using OpenMP. This approach enabled us to
use microarchitecture independent annotations rather than
microarchitecture-specific hardware performance counters
to approximate the performance optimization obtained
through OpenMP. Furthermore, this approach enabled us
to perform a stringent comparison of domain-specific
architectures against the upper bound of achievable
optimization using multicore/many-core systems. All the
simulations were performed using a 22nm technology node.

7.1 Performance Analysis

Figure 11 presents the DSA performance results normal-
ized to the base processor. Compared to the base pro-
cessor, we observed average performance gains of 1.72x,
2.89x, 2.948x, 2.946x, 1.52x, and 3.32x for DSA vect,
DSA buff, DSA prefetch, DSA energy, ARM dual, and
LOCUS, respectively. DSA vect achieved significant per-
formance gains for most of the workloads, except for
ecg and astar because of non-vectorizable codes, com-
pared to both the single and dual-core ARM processors.
DSA vect improved average performance by 13% compared
to the dual-core ARM architecture while DSA buff and
DSA prefetch improved the average performance by 1.9x
and 1.93x respectively. We also observed that implement-
ing a buffer for the ecg application improved the perfor-
mance gains by 12.05x compared to DSA vect. Similarly,
we observed significant performance benefits for astar

when we used the prefetcher. DSA prefetch improved the
performance for astar by 43.29% and 53% compared to the
base processor and DSA vect, respectively.

As mentioned earlier, we used DSA buff in an attempt to
reduce the memory bottlenecks for the different workloads.
However, majority of the benefits ofDSA buff was observed
for ecg, wherein the complete ECG signal was fit in the
buffer during execution. As a result, the whole signal could
be analyzed in one loop iteration, thereby substantially
reducing the execution time for that workload. For all the
other applications, DSA buff only improved performance
by about 0.5% compared to DSA vect, but by 82%
compared to the base processor. For DSA energy, where
the programmer can select the DSA units to optimize
the energy consumption as described in Section 5.4,
the performance deterioration was only 1% compared
to DSA prefetch, which was the best design scheme for
performance optimization.
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Figure 11 Latency of different
architecture schemes normalized
to the base.
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For performance, LOCUS achieved the best results for
all the workloads, except for ecg. On average, LOCUS
outperformed the base processor by 3.61x and our best
performing architecture,DSA prefetch, by 22.47%. LOCUS
outperformed our work with respect to performance due
to a much higher number of parallel execution units. It
is worth noting, however, that even though LOCUS had
16 cores, the performance improvement over our single-
core DSA prefetch arguably modest at 22.47%. LOCUS
was unable to parallelize the ecg workload because the
bottleneck function exhibited high data dependencies that
were not amenable to parallelization.

We observed that replacing the SRAM with STT-RAM
memories resulted in an average latency penalty of 7%. The
latency degradation was as high as 11% for dtw, which
exhibited higher write-to-read ratio and higher conflict
misses than average. In general, the penalty of using STT-
RAM caches over SRAM caches was modest for our
workloads due to the high read-to-write ratio and higher
cache block utilization with contiguous data computations.
Despite the latency penalties of using STT-RAM, our work
still achieved substantial improvements for the different
workloads. For instance, for histogram, which required
code modifications for vectorization, DSA vect improved
the performance by 49% via partial vectorization wherein
only a part of the computations were vectorized due to
conditional dependencies. In contrast, for aes encrypt and
aes decrypt , our work also achieved a 13% performance
gain compared to the base processor due to small input size
and fewer vectorizable elements in the workloads.

7.2 Energy Analysis

Figure 12 presents the DSA energy analysis for the dif-
ferent design schemes. Compared to the single-core ARM
processor, DSA vect, DSA buff, DSA prefetch, DSA energy,
and LOCUS reduced the energy by an average of 24.32%,
32.87%, 34.13%, 39.65%, and 16.45%, respectively, while
ARM dual increased the energy by 15%. Significant energy
savings was achieved by all our design schemes for work-
loads like 2dconv, dtw, haar , mac and histogram, which
involved direct array computations. For aes encrypt and
aes decrypt , multithreading did not result in much latency
optimization due to low input size and high initialization over-
heads. As a result, the muticore systems (ARM dual and
LOCUS) increased the energy consumption for aes encrypt

and aes decrypt by 40% and 23%, respectively, compared
to the base processor. Conversely, DSA energy reduced the
energy consumption for these workloads by 4.61% and
4.4%, respectively, compared to the base.

For all the workloads, DSA vect, DSA buff, and
DSA prefetch achieved higher energy improvement than
ARM dual. For 2dconv, mac, and histogram, LOCUS
achieved higher energy savings compared to our domain-
specific architecture design schemes. We attribute this
to the highly parallelizable nature of these workloads
that gained huge performance benefits, which in effect,
resulted in significant energy savings despite the power
overheads of LOCUS. However, on average across all
the applications, DSA energy reduced the average energy
by 38% compared to LOCUS. These results exemplify

Figure 12 Energy of different
architecture schemes normalized
to the base.
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the DSA energy architecture’s ability to adapt to differ-
ent workloads’ resource requirements in order to save
energy.

We also note that replacing the SRAM cache with STT-
RAM cache reduced the average energy consumption by
33.12% for the data cache and by 9.19% for the instruction
cache. The STT-RAM caches reduced the overall processor
average energy consumption by 15.13% with maximum
energy reduction of 17.56% for histogram.

As previously alluded to, DSA buff and DSA prefetch
keep all the available resources on while running all the
workloads. However, not all applications were benefited
significantly by using the prefetcher and buffer. As such,
this over-provisioning increased the energy consumption
of DSA buff and DSA prefetch compared to DSA vect for
some workloads. For instance, for 2dconv, dtw, haar ,
histogram, aes encrypt , aes decrypt and mac, DSA buff
and DSA prefetch increased the average energy by 4%
and 10%, respectively, compared to DSA vect. Overall,
DSA energy achieved the highest average energy savings

compared to all the design schemes and prior work due
to the effective utilization of domain-specific architecture
components, wherein unused components are dynamically
power-gated to reduce the power consumption.

7.3 Extending the DSA to aMulticore System

The analyses presented so far have focused on the DSA
design schemes implemented in a single-core system. We
also explored and analyzed the impact of our proposed
domain-specific architectures on multicore systems. For this
analysis, we assumed that the workloads were broken down
into different threads using OpenMP, where possible, and
run on a system featuring two homogeneous DSA energy
cores. Within each core, the running thread used the
domain-specific architectures, as required by the workloads,
to optimize their computation. In this section, we compare a
single core DSA energy architecture and M dsa—the dual-
core DSA energy architecture—to prior work, LOCUS,
which is a 16-core architecture.

Figure 13 Latency and energy
of single-core DSA energy,
dual-core M dsa, and 16-core
LOCUS normalized to the
dual-core ARM architecture.
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Figure 13a presents our experiments with multicore
designs. From the figure, we observe that using the mul-
ticore architecture, M dsa achieved performance benefits
over the single core architecture across all the applications.
Compared to the dual-core ARM processor, DSA energy,
M dsa, and LOCUS improved the average latency by
10.69%, 45.01% and 45.97% respectively. We observed
that M dsa outperformed LOCUS for dtw, haar and ecg

by 12%, 8%, and 9.91x, respectively. On average across
all the workloads, the 16-core LOCUS only outperformed
the dual-core M dsa by 1.7%. These results illustrate the
benefits of using a domain-specialized architecture vs. a
general-purpose many-core architecture.

However, the energy results also illustrate the potential
tradeoffs between latency and energy when using multicore
processors in resource-constrained systems like wearable
devices. As seen in Figure 13b, DSA energy, M dsa and
LOCUS reduced the average energy by 48.20%, 21.9%
and 28.30%, respectively, compared to ARM dual. For all
the applications, except 2dconv, histogram, and mac,
DSA energy consumed the least energy compared to M dsa

and LOCUS, while LOCUS had lowest energy consumption
for those applications. LOCUS outperformed the other
architectures for these workloads because the workloads
were highly parallelizable. As such, LOCUS’s 16-core
architecture achieved much higher latency reduction,
resulting in higher energy savings. We also observed that
DSA energy consumed lower energy than M dsa for all the
applications, even though M dsa had better performance
than DSA energy. This was because the performance
improvement from M dsa was not sufficient to offset the
increase in power consumption imposed by the dual-core
system compared to the single-core DSA energy.

7.4 Area Analysis and Overheads

In this section, we present the area for all the DSA designs
in comparison to prior work. To enable a fair evaluation,

we estimated the area of LOCUS at 22nm technology node
to enable consistency across all the architectures. Using the
22nm node, we estimated LOCUS’s area to be 16.47 mm2

as opposed to the area of 36 mm2 at 32nm node, which
was used in the original work [3]. Figure 14 presents our
area analysis, with a breakdown of the different components
of the different architectures. We have omitted the LOCUS
area from the figure to maintain the scale of the figure.
The area of ARM dual, DSA vect, DSA buff, DSA prefetch
and LOCUS were 2.15x, 1.31x, 1.32x, 1.35x and 14.98x
larger than the base ARM processor. Importantly, one of
the key benefits of our work compared to prior work is the
substantial area reduction, without a concomitant energy or
latency increase.

We also found that using STT-RAM memories in our DSA
design schemes was an important source of additional area
benefits. Replacing the SRAM memories with STT-RAMs
reduced the memory area by 47.83% and reduced the overall
processor area by 20.18% compared to the SRAM-based pro-
cessor. The area of the 16-bit SIMD execution unit was 1.18x
that of the 32-bit scalar execution unit. The area overheads
of the SIMD execution unit, buffer, and prefetcher units
were 0.58 mm2, 0.06mm2 and 0.0266mm2, respectively.
The power requirement of the SIMD execution unit was
1.75x that of the scalar execution unit. The average power
overhead of the SIMD execution unit, buffer and prefetcher
were 0.0285 W, 0.00714 W, and 0.00744 W, respectively.

7.5 Selecting the Best Design for a Set of Workloads

We have proposed various domain-specific architectures to
optimize a range of applications and explored the tradeoffs
between the different architectures. A question that may
arise is whether or not there is an ultimate design choice
given a set of workloads. Clearly, the answer to this question
depends on the tradeoffs or design constraints of the target
system, and on what kind of applications will run on the
wearable devices. For example, if a designer aims to achieve

Figure 14 Area of various
architectures in mm2.
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the least area overhead, potentially at the expense of energy
or latency optimization, DSA vect would be the best choice.
If alternatively, the wearable device is dominated by data-
rich workloads, like ECG authentication, the performance
gained by incorporating the additional buffer featured in
DSA buff may be worth the additional area overhead
imposed by the buffer. Similarly, if the workloads are
dominated by graph applications, then the designers can opt
for DSA prefetch. If the ultimate goal is to minimize energy
consumption, DSA energy would be the best choice.

8 Conclusion

Domain-specific architectures afford execution flexibility that
is unavailable in ASICs and also enable high optimiza-
tion potential with minimal resource wastage compared to
general-purpose architectures. In this paper, we explored
domain-specific architectures for resource-constrained wear-
able computing. To identify the appropriate domain-specific
optimizations, we analyzed various wearable workloads to
identify their bottlenecks, intrinsic parallelism, data move-
ment, and memory-boundedness. Based on the analysis, we
performed design space exploration of a low-power SIMD
unit to exploit the available data-level parallelism, an STT-
RAM buffer to reduce data movement and computations,
and a prefetch unit to preemptively fetch non-contiguous
data elements into contiguous memory locations to enhance
their parallelism. We analyzed how these optimizations
could be incorporated into various domain-specific designs
and proposed four DSA design schemes to satisfy different
resource requirements. For each of our designs, we ana-
lyzed their performance, energy, and area tradeoffs. We also
detailed the benefits and tradeoffs of the domain-specific
architectures in comparison to a general-purpose base pro-
cessor and prior art in wearable computing architecture opti-
mizations. Our experimental results show that there is much
optimization benefit, in the context of resource-constrained
wearable devices, to specializing the computing resources
to the wearable workload requirements via domain-specific
architectures.
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